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Pedagogical environments are often designed to minimize the chance of people acting wrongly; surely this is a sensible approach. But could it ever be useful to design pedagogical environments to permit, or even encourage, moral failure? If so, what are the circumstances where moral failure can be beneficial? What types of moral failure are helpful for learning, and by what mechanisms? We consider the possibility that moral failure can be an especially effective tool in fostering learning. We also consider the obvious costs and potential risks of allowing or fostering moral failure. We conclude by suggesting research directions that would help to establish whether, when and how moral pedagogy might be facilitated by letting students learn from moral failure.

1. Introduction

Military basic training is organized around a simple goal: Within a few months, train an ordinary 18-year-old to follow orders that include risking their own life and ending others’. To accomplish so much change in so little time would seem laughably ambitious if it didn’t work so well.

The recruit must learn new motor skills (e.g., how to fire and maintain a rifle), new semantic knowledge (e.g., rules of engagement), and new social orders (e.g., the chain of command). The most remarkable transformations, however, are moral. Recruits are asked to subordinate personal wellbeing to that of the group; to supplant individuality agency with collective allegiance and hierarchy; to regard harm not as intrinsically wrong but as instrumentally justified. How is this done?

We focus on one small but exquisitely counterintuitive piece of the puzzle: Sometimes, students are set up to fail. That is, instructors occasionally create situations where recruits are unlikely to succeed at a stated objective, and where their failure has moral consequences subject to corrective action by the instructor (Heckathorn, 1988; Gilham, 1982). The recruits’ failures are often on simple tasks: uniform not in order, bed not made correctly, late to parade. These are tasks that, individually, are well within the capacity of any recruit. Taken collectively—in the context of little food, reduced sleep, copious exercise, and stress—the likelihood of somebody in the squad failing increases. Because these tasks are simple, recruits are prone to attribute failure to some personal defect or deliberate choice; after all, who can’t make a bed? Moreover, what would otherwise be non-moral failures become moral failures when punishment is applied to the recruit’s entire group. This invites other-oriented emotions such as guilt and shame—a feeling of having “let down my squad”.
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In other words, basic training seeks to change the moral character of recruits in part by designing situations in which moral failure is likely. An implicit assumption is that the lessons learned from experiencing failure, or witnessing it, are especially powerful and enduring. Our goal is to scrutinize this assumption. We ask whether, and when, moral failure can be a productive element of moral education.

In its most essential form, moral failure has two parts: it is a (1) direct experience of (2) subjectively failing to meet moral standards. Forgetting your child’s birthday, for instance, would likely be experienced by most people as a moral failure. Of course, much (perhaps most) moral learning does not involve moral failure. First, not all forms of moral learning involve direct experience; an alternative form of moral learning involves exposure to abstract rules (e.g., exposure to the ten commandments). Second, not all forms of learning from direct experience involve failure; an alternative form of learning involves practicing and experiencing success (e.g., cultivating the habit of empathy through meditation).

There are also useful and important ways of relaxing this strict definition of moral failure. If a person reads a novel in which the protagonist experiences moral failure, this may prompt a similar psychological response to personally experiencing moral failure even though it is not “direct experience” of the reader’s. Or, if a person performs an action they sincerely believe to be right but notices that everybody else considers it wrong, their subjective experience may be a moral failure of some kind, even if not of the purest kind. We will therefore consider not only prototypical moral failures, but also their many kin.

Here, we build a case for the value of moral failure by drawing on several circumstantial lines of evidence: Direct experience is a privileged form of learning; Morality requires representations of what not to do (not just what to do); Guilt is an adaptive response to moral failure that facilitates reparation and learning; and, child development appears to involve periods designed to “test limits” in a way that will reliably lead to moral failure. Yet there is little direct research on the practical value of moral failure, and several reasons to doubt whether it is especially effective, or whether its obvious costs could appropriately outweigh its potential benefits. We therefore conclude by considering opportunities for further research.

2. Direct experience is a privileged form of learning

There are some things you have to try in order to learn. You can’t read a book to learn how to water ski, and you can’t pick up the guitar without touching one. Of course, many other things can be learned perfectly well from books, lectures and the like—things like who won the World Series in 1927. Semantic knowledge of this form rarely depends on experience: To know who won the World Series, it isn’t at all important that you attended the game. This reflects the fact that human memory and learning comprises multiple distinct systems. Procedural memories of how to execute the small, finely-tuned motions necessary to stay upright on water skis are gleaned from practice, episodic memories supply the broad strokes (such as how to attach the tow rope and put on the skis), and semantic memory may supply as-yet unused hand-signals (such as for an emergency stop).

At first blush, morality would seem to depend principally upon semantic memory. To understand that it is wrong to kill, isn’t it sufficient just to be told so? Surely it isn’t necessary to actually kill a person oneself?

We propose that moral knowledge occupies a point somewhere in between water-skiing and knowing who won the world series: Although having a direct, personal experience of the consequences of an action are certainly not necessary to represent that it is right the wrong, the manner in which you know it and the strength of your conviction may depend upon experience. Perhaps a person who has killed can experience its wrongness in a way that is difficult—even impossible—for others to fully understand.

The key concept that connects procedural learning to moral behavior is value. Several lines of evidence indicate that human moral behavior depends upon representations of value (Crockett 2013; Cushman...
The way that people make moral tradeoffs exhibits signatures of general value-guided decision-making mechanisms, such as diminishing marginal returns (the difference between saving 0 and 1 lives feels more profound than the difference between saving 100 and 101 (Shenhav & Greene 2010). Neural systems implicated in learning and representing value are reliably recruited during moral judgment and decision-making (reviewed in Ruff 2014). The disruption of these systems by injury can lead to disorders of moral judgment and behavior (Koenigs, Young et al 2007; Damasio 1994; Lough et al 2006; Darby et al 2017), and the same systems appear to be dysfunctional in psychopaths (Buckholtz et al 2010; Finger et al 2008).

Meanwhile, much procedural learning depends upon value representation. Computational models of value-guided learning and decision-making provide an excellent fit to behavioral and neural evidence on forms of procedural learning, including habitual action and thought (Dolan & Dayan 2013; Daw & Shohamy 2008; Glimcher 2011). Experience is the canonical path by which value is learned. Although it is certainly possible to learn value in other ways—for instance, by observing other people, being instructed by other people, or imagining alternative possibilities (Gershman et al 2014; Olsson & Phelps 2007; Ho et al 2015; Ho et al 2016)—direct personal experience appears to be a privileged form of value learning (Paul 2014; Olsson & Phelps 2007). Indeed, there are many domains where learning without experience, as by reading or instruction, will be ineffective. Similarly, there are situations where reading a book or attending class will result in some useful amount of learning—but this is strengthened by practice (Kolb 2014; Boud 1993), and many instances where simulations are used in pedagogy to access experiential learning that would otherwise be impractical (Ruben 1999).

Motivated by this pair of observations—morality depends on value representation, and direct experience is a privileged form of learning value—several recent theories propose that moral behavior is strongly influenced by implicit value representations, often learned through direct experience (e.g., Crockett 2013; Cushman 2013; Rand et al 2014). Although recent years have seen renewed interest in this idea, its historical roots lie at least as deep as Aristotle (Ethics 1166b5–29). When applied to the concept of moral failure, the implication is that sometimes actually failing will engage an especially powerful form of learning.

3. You have to learn the “don’ts”: Proscriptive morality is unique

If moral behavior depends upon value representations that can be acquired through experience and practice (something roughly like learning to water ski) then the most obvious implication for moral education would seem to be to practice doing the right thing—precisely the opposite of moral failure. Typically, we assume the hard work of acquiring a new skill consists in discovering what to do, rather than discovering what not to do. It seems as if learning what not to do should come for free—just learn to do what’s right, and you’ll never even think about doing wrong.

Yet, in contrast to this picture, people seem to have dissociable systems for learning what to do and what not to do. These are sometime described as “appetitive” versus “aversive” learning systems, and sometimes in other terms (Carver 2001; Frank et al 2004). Several lines of evidence indicate the significance of this distinction. They can be broadly, if not perfectly distinguished neuroanatomically. For instance, the striatum plays a more essential role in appetitive responding and the amygdala in aversive responding (LeDoux 2003; but see Seymour et al 2005), although both structures clearly participate in both, and may be best characterized in terms of different learning rules (Li et al 2011). Likewise, neurochemically, dopamine seems to play a more essential role in appetitive learning and serotonin in aversive learning (Crockett et al 2009; Cools et al 2011; Bourreau & Dayan 2011), although again the functions of each neurotransmitter are varied and overlapping. These findings indicate that the human mind does not respond to all motivational influences alike; rather, it respects a rough divide between systems that regulate behavior around “promotion” (i.e., appetite) and “prevention” (i.e., aversion).
This division is also clearly reflected in moral judgment and behavior (Janoff-Bulman et al 2009; Crockett et al 2015). That is, people appear to have distinct representations of what is morally required (or at least laudable) and what is morally prohibited (or at least blameworthy). In theory, then, a person could adequately learn to do what is morally good and yet not have learned to avoid what is morally bad.

This implies that even if a person has experienced the rewards doing the right thing, there is a potential for additional learning by experiencing the consequences of doing wrong. For now, we set aside the vital question of how such pedagogical “value” could ever outweigh the obvious cost of having acted wrongly. Instead, our next goal is to understand more clearly the specialized psychological mechanisms that help us to learn from moral failure.

4. Guilt facilitates learning from failure

Humans are designed for corrective learning from moral failure, and a linchpin of this design is guilt. Put simply, if you feel guilty about something you did, you’re less likely to do it again (Monteith et al 1993; Mosher 1965; Monteith et al 2002; Baumeister et al 1995). This does not imply that guilt is the best path to moral learning, and it is certainly not the only path. But, insofar as guilt is triggered by episodes of self-perceived moral failure, it tends to improve future behavior.

Unfortunately, adaptive moral learning via guilt is not the only possible outcome of perceived moral failure. In opposition to this desired pathway, there is a parallel undesired pathway from subjective moral failure to social withdrawal and “externalization”—the attribution of blame for the moral failure to external circumstances, rather than the acknowledgment of personal responsibility (Figure 1; Leach 2015). (Incidentally, guilt establishes the motive to compensate harms and repair social relationships (reviewed in Bybee, Merisca & Velasco 1998); although this is not the goal of the desired pathway from moral failure to moral learning, neither is it detrimental to that goal).

The effort to delineate adaptive and maladaptive responses to moral failure centers on the distinction between “guilt” and “shame”. Guilt is typically regarded as a more adaptive response (characterized by learning and reparation), and shame as a less adaptive response (characterized by externalization and withdrawal). We do not mean to imply that either is less biologically or culturally adaptive; likely, both of these mechanisms are “adaptive” in those senses. Rather, we mean adaptive from a social and pedagogical perspective: if you were responsible for somebody’s moral education, you would probably wish them to respond to failure with feelings of guilt rather than shame.

It is also important to clarify our use of the very terms “guilt” and “shame”, and the status of the distinction we are drawing between them. We do not intend to analyze the folk concept of guilt versus shame, or an attempt to understand what these words mean in ordinary usage. In fact, there is very little difference in the way that ordinary people understand or apply the words “guilt” and “shame” (Leach 2015). Rather, these have become terms of art in a literature demonstrating that self-perceived moral failures can lead to a series of psychological and behavioral reactions that roughly follow two rival paths. This literature seeks to understand how these paths differ: What determines which path is followed, and where each is likely to lead, both personally and socially. From this perspective, the distinction might as well be described as “Type 1” versus “Type 2” reactions, as opposed to “guilt” and “shame”.

Guilt and shame may be widely agreed to be moral emotions and the principal emotions arising from moral failure, but the exact distinction between the two is the subject of some debate (e.g. Tangney 2002, Tangney et al. 2007, Gilbert 1994, Lindsay-Hartz 1995). There is disagreement about what constitutes guilt vs. shame, their properties, and their relative usefulness. Most commonly guilt is viewed as the “better” emotion because it results in approach behaviors helpful to the agent and the aggrieved, whereas shame is the “worse” emotion that leads to unhelpful withdrawal behaviors (Nelissen 2013). On some views, guilt and shame are distinguished primarily by their sources (guilt being internal norm violation, shame external), while other, more recent work
differentiates based on the object of the emotion (guilt focuses on what has been done, whereas shame focuses on who has done it; Nelissen 2013).

Here, we use “guilt” to describe an emotion elicited by moral failure that focuses on the act rather than qualities of the person who may have caused it, and which generally results in approach behaviors such as reparation. We use “shame” to describe an emotion that is elicited by moral failures attributed to a defect in the self, which focuses on self-image, and which can lead to either approach or withdrawal behaviors. We therefore treat the emotions that arise from moral failure as organized along a spectrum from those concerned with the act (focused on what has been done: guilt) to those concerned with the agent (focused on who has done it: shame).

How, then, does moral failure lead either to useful motivations (e.g., pro-social or self-improvement motivations), or instead to undesirable ones (e.g., self-defensive motivations)?

Moral failures that are focused on the act rather than the agent (“I can’t believe I did that, throwing my recyclables in the trash”), and which are not indicative of some sort of self-defect, can elicit adaptive guilt and therefore prosocial behaviors aimed at self-improvement. Moral failures that are focused on the agent (“I can’t believe I was late again, I’m always late”) and which are attributed to a specific (likely mutable) self-defect, generally motivate self-improvement via shame. Moral failures that are focused on the agent, and which lead to appraisal of global (seemingly immutable) self-defect (“I caused that crash because I am an alcoholic”) engender a type of shame which leads to feelings of inferiority and self-defensive motivations to hide, avoid and externalize (Gausel & Leach, 2011).

Given this framework, we can start to identify a set of moral failures expected to be useful in pedagogy: those generally resulting in focus on the act itself or those which are attributed to a specific self-defect. Before turning to the practical implications of this view, however, we consider one final piece of evidence that humans learn especially well from the experience of moral failure.

5. Children may be designed to fail

Not only are humans designed to learn from failure, there is good reason to believe that they are actually designed to fail. Colloquially, we speak of children “testing limits”. This behavior is especially pronounced during the toddler and preschool years, and then again during adolescence. To describe child misbehavior as “testing limits” implies that the principle aim of the misbehavior is moral learning. For instance, consider a child who takes a cookie from a jar and begins to eat it in view of her father. Some potential explanations for this behavior are (1) she has not considered the possibility that this behavior is disallowed, or (2) she knows it is disallowed, but doesn’t care because she really wants a cookie. But if she is truly testing limits, then an additional explanation is (3) she is unsure whether the behavior is disallowed, or exactly what is consequences will be, and an effective way to learn is to try it. An additional and likely possibility is that (1) or (2) may characterize her proximate psychological motives, while (3) characterizes the ultimate adaptive rationale that explains them.

Of course, children are capable of learning a new rule without first violating it. A child uncertain of the rule could just ask an authority (“Daddy, would it be OK for me to take a cookie right now?”, on the questionable assumption that her father has any relevant authority). Or, she could observe others’ behavior (Bandura & Walters 1977). Either of these strategies would presumably avoid likely costs of limit-testing, such as punishment or reputational harm. Why don’t children rely exclusively on these less fraught methods? Possibly because personal experience of moral failure is an especially effective or powerful form of learning.

Precisely this argument has been made to explain adolescent limit-testing. It is argued that adolescents test the limits set around them in order to acquire a visceral understanding of the consequences of violating those limits—despite already having an abstract understanding of those consequences. For instance, they may know that insulting a friend could do lasting harm to a relationship, and yet not have the “feel” for it. Once
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6. Can we engineer adaptive failure?

When moral failure happens, it can promote moral learning. But this alone does not imply that we should create opportunities for moral failure. There are obvious and weighty risks associated with nudging someone towards immoral actions. Still, our analysis offers some potential strategies to mitigate those risks. We next describe several necessary conditions for achieving adaptive moral—ingredients that could, in theory, transform lemons into lemonade.

6.1 Highlight failure

For the experience of moral failure to promote future moral behavior, it is necessary that the failure is personally acknowledged as such. And, indeed, people often do feel guilty without any prompting. In such cases they may be reinforcing existing moral attitudes. Yet, a variety of self-protective motivations bias people away from acknowledging their own moral failures, even to themselves (Kunda 1990). Thus, one key ingredient to produce useful moral learning from failure is to help prompt individuals to recognize that they have failed.

This may be especially for children, who are still building a basic set of internalized moral norms: Some form of external feedback could help to ensure that they encode their behavior as a moral failure, when appropriate. This could take several different forms, ranging from explicit censure to a more subtle, public reminder of the relevant rule.

6.2 Attach failure to acts, not people

Guilt tends to produce more desirable learning outcomes than shame. And, among the varieties of shame, a focus on specific self-defect is associated with more desirable learning outcomes than a focus on general self-defect. Thus, moral learning from failure will work best when the source of failure is not perceived by wrongdoers as an essential property of their selves. Situations where the wrongdoer does not perceive the failure to stem from an immutable property of themselves are recoverable: the agent believes subsequent changes to behavior based on learning from the failure are possible, and that reasonable observers would update their expectations—would be willing to forgive—based on a change in behavior.

6.3 Aim for moderate failures

Failures can be small or large, and ideally should be neither. It is obvious that a failure could be so minor that it prompts no learning. At the opposite extreme, however, a major moral failure may motivate withdrawal behavior, even if the failure is only weakly indicative of the agent’s character. For instance, being late frequently may only be moderately indicative of an agent’s character, but being late to one’s own wedding may be unrecoverable.

6.4 Pedagogy in practice

How could moral failure be useful in pedagogical contexts? Our discussion is speculative, and certainly not prescriptive. As we have already said, there is tremendous
uncertainty regarding how, when and whether the potential benefits of moral failure could ever outweigh its costs. To be clear: Although we are discussing the possibility of creating opportunities for moral failure, we do not endorse it.

The most extreme possibility we consider is that teachers could deliberately create a situation in which they hope to prompt a pedagogically productive form of actual moral failure. This, for instance, appears to be the approach adopted in at least some elements of military basic training. An active intervention could take many different forms, such as exercises that guarantee failure in one or more pupils or changes that merely provide the opportunity for pupils to fail morally.

Passive methods offer a milder approach. Many social environments are engineered to prevent any possibility of moral failure as far as can be achieved. Schools have zero-tolerance policies, parents maximize safety and minimize hurt to others, and companies harshly punish even small deviations from safety protocols. Thus, moral failures could be prompted not by intervening to cause moral failure, but instead by relaxing current restrictions currently in order to allow it to arise naturally. For instance, passive intervention in a classroom of young children might involve eliminating the prohibition of “roughhousing” styles of play. Of course, when failures in such a context do occur, it may often require active intervention by the teacher to help a child draw the appropriate lessons, as described above.

A still milder use of moral failure is to draw lessons from observational learning. This method depends on the assumption that some of the same learning processes engaged when actually failing oneself can also be engaged by observing and considering the failure of somebody else. This might occur when, for instance, observing another person who has failed triggers an act of vivid simulation or imagination of what it would be like to be that person. At a practical level, it implies a curriculum of moral education that complements abstract reasoning with concrete narratives, and narratives of moral exemplars with narratives of moral “counter-exemplars”. Additionally, there is the prospect of group shame and guilt, which might lead to positive outcomes. Brown et al (2008), Mazziotta et al (2014) and others point out that collective guilt can lead to increased pro-social behavior which suggests that collective guilt may also have a role to play in the active use of moral failure in pedagogy.

Along similar lines, people might learn from exposure to fictional or hypothetical moral failure—for instance, by reading literature or being prompted to imagine how they would feel if they acted wrongly themselves. Here, again, the approach depends on the assumption that imagination furnishes a kind of simulated experience that engages learning mechanisms ordinarily reserved exclusively for direct experience.

6.5 Can the ends justify the means?

The potential costs of encouraging moral failure are obvious and perhaps insurmountable. To begin with, according to some moral theories, it is never permissible to contribute to one moral wrong in order to prevent others (reviewed in Fischer & Ravizza 1992). Even if such cost-benefit tradeoffs can be permissible, the question remains whether the benefits really do outweigh the costs. In this regard, three mechanisms that we have mentioned seem especially promising. The first is to ensure that, when moral failure happens to occur spontaneously, an effort is made to ensure that the subsequent teaching and learning processes that occur maximize the likelihood of productive moral growth: moral failures do happen, and we can design pedagogical environments to take advantage of failures rather than to merely deal with them. The second is to investigate the potential role of mere imagined moral failure (e.g. in the context of reading literature or history) to elicit some of the same adaptive mechanisms that likely accompany actual failure. Finally, there is the prospect of group shame and guilt (Brown et al 2008; Mazzotta et al 2014).

The value of moral failure will also depend greatly on whether lessons learned from it are enduring. There is some cause for optimism: Tangney et. al. (2014) report that prisoners who have feelings of guilt about actions are less likely to re-offend than
prisoners who feel less guilt, implying an effect that may last months or years. However, they also report more mixed results with shame. In particular, they report little overall effect of shame on recidivism. This may reflect the grouping of both specific self-defects and global defects into one category of “shame”, though there is a significant effect of shame on recidivism when it is accompanied by externalization of blame. Of course, these correlational findings cannot by themselves rule out the possibility that the effect is driven by shame- or guilt-proneness overall in an agent, but it is consistent with mediation by the extent to which an act is indicative character.

7. Conclusion

Errors are an important source of learning, and educators often exploit this fact. Failing helps to tune our sense of balance; Newtonian mechanics sticks better when we witness the failure of our folk physics. We consider the possibility that moral failure may also prompt especially strong or distinctive forms of learning. First, and with greatest certainty, humans are designed to learn from moral failure through the feeling of guilt. Second, and more speculatively, humans may be designed to experience moral failures by “testing limits” in a way that ultimately fosters an adaptive moral character. Third—and highly speculatively—there may be ways to harness learning by moral failure in pedagogical contexts. Minimally, this might occur by imagination, observational learning, or the exploitation of spontaneous wrongful acts as “teachable moments”.
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